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In preparing for this issue, | dug through a bookcase and
located the 10th Edition of Newton's Telecom Dictionary,
once considered an essential resource for those of us work-
ing in Inside Sales at Walker and Associates. It was published
in 1996, the same year the Telecommunications Act of 1996,
became law. In many ways it is hard to believe 20 years have
gone by since that historic, game-changing piece of legisla-
tion was passed. What is most difficult to imagine, however,
is just how much our industry has changed in those 20 years.

For example, reviewing the resource mentioned above, it is
interesting to note the terms not included. Keep in mind that
this book was 1320 pages, but didn't include a single refer-
ence to voice over IP. The term IP, in fact, received not much
more than a footnote, with no reference of it as a potential
vehicle to carry voice. And the definition for “gigabyte” only
described how many bytes that includes. It nearly laughs
at the idea of that much data, stating “That's enough space
to hold 200 copies of this dictionary.” How far we've come
considering today’s movement toward gigabit broadband
services, a subscriber base now forecasted to exceed 100
million users by 2020.

With this anniversary in mind, it is particularly fitting that
we included an article written by Chip Pickering, CEO of
INCOMPAS. While serving as a staff member with Sen.
Trent Lott (R-Miss.) he served as a staff member on the
Senate Commerce Committee, where he helped shape the
Telecommunications Act of 1996. Because of his role in
drafting the 1996 Act, he subsequently became well known
as a Congressional leader on telecommunications issues.
That background gives him a unique perspective on the
topic of competition today, which the 1996 Act was in part
designed to define and protect.

Along with the technology changes currently underway, the
expanding scope of broadband delivery is an ongoing chal-
lenge for today's carriers. ICT services are no longer limited
to traditional carriers, but now include opportunities in mul-
tiple markets. This is especially true for utility carriers, as
described in Bobbi Harris's article on page 10.

For this issue, we wanted to cover a wide range of topics,
mainly because we know more than one thing keeps our
carrier customers up at night. Increasing competition, tech-
nology shifts, regulatory changes, rising consumer expecta-
tions, evolving definitions of broadband, funding sources
and more - it just doesn't seem to stop. With that in mind, we
cast a wide net toward our Skinny Wire contributors, asking
them to write about what they view as most important top-
ics, trends and technology facing the ICT industry. We expect
you'll find this a valued resource as you navigate 2016.

Now, | need to put the Newton Telecom Dictionary back on
the shelf. Some relics are worth holding
onto.

=awnd Y Turner

Editor, Skinny Wire

Director, Marketing Communications
Walker and Associates
336-731-5246
randy.turner@walkerfirst.com
SWEditor@walkerfirst.com

Opinions expressed by contributors and commentators do not necessarily reflect the views of Walker and Associates, Inc.
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Telco Data
Centers:
Opportunities
in Moving
Data and
Services
Closer to the
Edge

By Timothy Downs
Founder, CEO
Interwork Media

The telco industry has undergone a
major evolution. The switch from copper
to fiber has readied networks for speed
and scale, and the physical switch has
become a software switch, shrinking the
footprint needed for equipment. Along
the way, the lines have blurred between
telcos, network carriers, colo-hosting
centers, cloud service carriers and more.

We are now in the age of the Internet of
Things (loT) where Gartner, Inc. predicts
there will be 25 billion connected things
— mobile devices, smart appliances,
sensors, cars, industrial machines — by
2020. The Cisco Visual Networking Index
forecasts that “annual global IP traffic will
surpass the zettabyte (1000 exabytes)
threshold in 2016, and the two zettabyte
threshold in 2019.”

The explosion in devices, IP traffic and
the accelerating move by enterprises to
cloud services is generating a transition
in the investment and deployment of
infrastructure. “Cloud centers are being
built to perform massive computing
and store masses of data,” says Russell
Senesac, Data Center Business Director
at Schneider Electric in a blog post, “but
they are going to be too far away for
effective data transfer. Data is going to
have to live closer to the end user.”

The movement of data and computing
power closer to the end-user means
greater emphasis on edge-of-the-net-
work computing power. And this may
mean new revenue opportunities for
telcos who migrate their legacy facili-
ties into next generation data centers
and micro centers that leverage Central

Office free space, fiber connectivity and
existing business processes.

That's why we're seeing the emergence
of edge computing platforms, which
will distribute computing loads closer to
devices (such as smartphones, tablets or
sensors), resulting in reduced latency.
The architecture of the future will likely
have several variations; it could be a
gateway or embedded device, or it could
be a micro data center.

Edge computing services also allow telcos
to rapidly deploy scalable new services,
both for consumer and enterprise busi-
ness segments - helping them differenti-
ate their service portfolio. Furthermore
it helps create new revenue streams
thanks to its ability to unlock innova-
tive services that can be delivered from

closer to the user, and can improve the
bottom line significantly improving end
user QoE.

The Central Office as Data Center

It's not difficult to envision the Central
Office of yesterday transitioning to a
Data center or Edge Computing hub of
tomorrow. They are both mission criti-
cal facilities with mission critical infra-
structures, prime for adaptation to a
new economy of digital capacity and
availability. Being close to the user with
the foundation in place to support the
demand for more connectivity, capacity
and speed translates into a tremendous
business opportunity.

According to Schneider Electric and other
data center solutions specialists, data
centers can be used to generate non-
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regulated revenue in addition to sup-
porting the telco core strengths of con-
nectivity and business services. In a blog
post, Schneider Electric's Mark Hurley
writes that telco facilities make perfect
data centers because of their location
at the edge of the network; the digital
technology and connectivity that CO's
typically have on site and lastly central
offices are mission critical facilities with
mission critical infrastructure already in
place. According to Hurley, building a
data center in the unused space in a CO
translates into fairly short-term ROI and
creates a diverse revenue stream.

Opportunities exist not only in coloca-
tion services but also in managed ser-
vices from hosted PBX to security and
infrastructure-as-a-service. Colocation is
a model that makes the data center avail-

able for rent to customers. These types
of data center facilities provide space,
power, cooling, IT racks and physical
security for the IT equipment (but the IT
technology is brought in and managed by
the tenant.)

A Rack-Based Deployment is a rack-by-
rack deployment option leveraging the
existing infrastructure. Racks can be
deployed on demand in as little as 3-5
days. This deployment model helps pre-
serve capital by providing just in time
delivery of data center capacity. A rack
supports the IT equipment and includes
the rack, rack mount UPS and rack
PDU. This deployment option assumes
you have excess existing infrastructure
capacity to support the IT rack power and
cooling requirements.

Hosted Services is another data center
model that provides software-as-a-ser-
vice, smart hands and managed services.
If you want to move from a colocation
data center to a hosted services model
you do not require any additional infra-
structure investment.

Hosted services require an additional
investment in IT equipment, software
and IT staff, but this model can generate
up to 20 times the revenue stream of a
colocation model.

National Carriers Sending Mixed Signals
Last month, AT&T, Verizon, Deutsche
Telekom, British mobile operator EE,
South Korea's SK Telecom, and several
other companies announced they were
joining the Open Compute Project, the
Facebook-led open source hardware and
data center design community.

Together with data center services giant
Equinix and the network technology ven-
dors Nokia and Nexius, they formed a
whole new group under OCP focused
specifically on data center technology
for network operators. The OCP Telco
Project will serve as a way for these
companies to tap into the innovation
ecosystem and supply chain that have
saved Facebook billions of dollars in data
center costs.

In a major industry shift, last year large
telecommunications providers such as
Verizon, CenturyLink, AT&T, Windstream
began to offload data center space to re-
focus on their core competencies rather
than trying to compete with the major
third-party data center service providers.
While analysts maintain there appears to
be nothing fundamentally “broken” with
the data center businesses, the large
telcos seem to believe they can obtain
the benefits (services for their enterprise
customers) without owning the facilities.

In smaller secondary and tertiary mar-
kets, the story may not be the same.
Some data center analysts believe that
data center providers are looking to sub-
ordinate markets for expansion oppor-
tunities, as they follow online content
providers like Netflix and Comcast who
are searching for new customers in new
markets. Furthering this push into small-
er markets are federal requirements for
disaster recovery facilities to be located
far from company headquarters. With
these two factors it is likely that larger
data center providers will start to acquire
local data centers in tertiary markets.



TIA Speaks
on Top
Telecom
Trends for
Q1 2016

By Limor Schafman
Director of Content Development
TIA

An interview with Franklin Flint,
Chief Technology Officer of the
Telecommunications Industry Association
(TIA) on the trends carrier and supplier
CTOs are watching closely in 2016 and
beyond.

You have convened a CTO Council of TIA
member CTOs recently in which they
shared their latest market observations
and thought leadership. What were
three key trends that were discussed?

Demands on
Capacity and
Flexible Networks

By far the biggest trend is the massive
increase in demand on capacity. This
is flying out of control. At the Council
meeting, CTOs commented on the 50%
year-over-year growth rate in bandwidth
requirements on networks that carriers
have already built. Carriers know that
right around the corner their existing
networks are going to be maxed out, and
they need to keep building to try to get
ahead of it.

They are addressing the problem by
using technologies like network func-
tions virtualization (NFV). NFV offers bet-
ter scalability, which enables carriers to
build to needed capacity, then scale and
add to or reduce existing capacity on the
fly as demand fluctuates. Over the next
several years, NFV will replace traditional
fixed networks. A lot of NFV technologies
are not yet matured. Carriers are already
deploying some virtualized services, but
the goal is full automation in NFV archi-
tecture. There are many pilot projects
and demos, but full automation is not
happening quickly enough. Here at TIA,
we are facilitating this need for quick
development by opening an NFV Lab this
year as a testbed. Other companies and

. .. aysingle,standard;does,
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carriers have their innovation develop-
ment labs as well. The industry is very
excited about the promise of NFV.

Advances in Wireless
Technology

Another technology trend that everyone
is talking about is advances in wireless
technology. 4G still has room for tech-
nological development. It's not dead yet.
Even though we're all talking about 5G
already, 4G has growth capabilities built
into it, so carriers don't have to redesign
everything and come up with new stan-
dards in order to meet current demand.
But as | mentioned, demand is ever
increasing and 4G does have a growth
ceiling, so development of 5G standards
is getting underway. There are specific
needs it will address: capacity, bandwidth
and latency. A perfect example of the
need for 5G is remote surgery. The sur-

geon will need a high resolution screen
without a lot of compression, because
even a slight change in the color of a vein
could matter. This means high band-
width and capacity. The surgeon needs
instantaneous response time. So latency
has to be as low as physically possible.
Finding the way to do this affordably
in the 5G spectrum is what everyone is
working toward. The faster the agree-
ment and adoption of standards, the
faster products and services can get to
market. 3GPP, ITU and other organiza-
tions have begun the standards devel-
opment process. Once 5G needs are
defined, the networks will be built.

Internet of Things, from
the Carrier Perspective

Internet of Things (IoT) is a huge trend,
but to carriers it's just more capacity,
more users, more network traffic - more,
more, more. One of the issues is that a



single standard does not yet exist for loT
for controlling network traffic. This is an
issue because right now when a com-
pany builds an loT solution, it assumes
it will work. But as more loT platforms
and devices go online and traffic grows,
carriers will want to categorize that traffic
and find a way to prioritize it and move
it around, but they don't have a way to
commonly do that. The communications
community knows this need exists and
standards bodies are working to develop
that common language.

What role is Open Source playing in the
telecommunications industry today?

Carriers are starting to call for open
source solutions, particularly with regard
to NFV. They will still buy proprietary
solutions if they can provide something
that open source cannot, but they expect
open source to get there, and with strict
service level agreement (SLA) adherence.
Going forward, it looks as though there
will be a combination of open source and
proprietary technology. And fortunately,

many companies that have had success
in the IT sector are coming in and teach-
ing us how best to take advantage of this
new way of developing products and
going to market more quickly.

What are the latest views on demand
for licensed spectrum?

Spectrum is a challenge. There is a fixed
amount of spectrum available. It's like
real estate - once you run out, you run
out. But there’s a lot of spectrum that
could potentially still be made accessible.
The trick is working with the various reg-
ulatory bodies in the U.S. and around the
world to provide the right spectrum to
the carriers so they can take advantage
of it in the most appropriate way. There
are multiple uses for wireless networks
including public consumer and enter-
prise, government, military, public safety,
broadcasting and private radio networks.
Regulators and the industry need to bal-
ance current needs with demand com-
ing down the pike, while also aligning
frequency and spectrum requirements
so that cost-efficient and higher quality
products can be produced.

Connected vehicles offer a compel-
ling example, because the automotive
industry continues to pursue this market
opportunity which requires communica-
tion capabilities which on occasion may
be mission critical with life and death
consequences. How do we best support
that mission, while still making spectrum
available for other valuable commercial
initiatives? This is a huge discussion, and
we are advocating on Capitol Hill and
with several different regulatory agencies
on behalf of our members in the hope of
achieving a win-win solution.

What are the trends in unlicensed
spectrum technology?

There is a big move from some com-
panies to take advantage of unlicensed
spectrum for cellular phone use with
LTE-U. But other technologies already
use unlicensed spectrum including Wi-Fi,
Bluetooth, Zigbee, etc.,, and all of the
household phones and microwaves that
use that spectrum. The trick is that unli-
censed spectrum is free for everyone to
use. If everyone chooses it at the same
time and same location, some services
might have issues. People strongly dis-
agree about whether LTE-U will affect
other services. And if there is a prob-
lem, maybe that's fine since unlicensed
spectrum is open to anyone, or maybe
the regulatory bodies will decide to step
in, or maybe everyone will find a way
to agree. It's a big debate in which our
members are involved - and we're fol-
lowing it closely.
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ADVANCING GLOBAL COMMUNICATIONS

The Telecommunications Industry
Association (TIA) (TIAonline.org) is a non-
profit trade association representing the
manufacturers, OEMs and vendors who
supply products and services to telecom-
munications carriers. TIA provides stan-
dards, policy advocacy, market intelli-
gence and other services to its members.
TIA publishes an annual market intelli-
gence report, and technology and market
analysis white papers. It holds a number
of events including its annual conference
TIA 2016 (TIA2016.0rg), workshops, webi-
nars, seminars, standards meetings and
more. Its video news service is TIA NOW
(TIANOW.org).

Franklin Flint (@FranklinCFlint), CTO, over-
sees Standards, Numbering, development
of the TIA NFV Lab, and the CTO Council,
and speaks on behalf of TIA at conferences
around the world. He joined TIA after 20
years at Dell, Inc. where he helped develop
the telecommunications vertical strategy.
Most recently in that position he managed
partner relations for co-developed ICT
enterprise product and service solutions.
He is considered a strategic thought leader
with extensive experience in ICT enterprise,
data centers, networking, storage and serv-
er technologies.

Limor Schafman (@LimorSchafman) is
Director of Content Development at TIA.
She brings her extensive knowledge of tech-
nology and marketing to TIA in the develop-
ment of the annual TIA 2016 conference,
workshops, webinars and other TIA infor-
mation resources. She occasionally acts as
host for the video news service, TIA NOW.
Formerly, Limor was marketing strategist
and business development consultant to
new technology companies. She began her
technology career in the video game and
theme park industries in Los Angeles, and
was an international corporate attorney in
Paris, France.
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Increase Density While Reducing Cost and
Installation Time in the Network

By Pat Thompson
Director Global Business Development
CommScope

The increased demand for more band-
width for an array of applications, par-
ticularly in mobile networking, is putting
pressure on central offices (COs), head
ends and data centers. This demand is
driving higher fiber counts, making ser-
vice providers walk a fine line between
greater termination density for their opti-
cal distribution frames while maintaining
easy accessibility for technicians.

In the past, the outside plant (OSP) to
equipment fiber ratio was about two to
one, or two OSP fiber terminations in the
CO to every one equipment fiber termi-
nation. The focus for access and connec-
tions was primarily on the front of the
optical distribution frame line-up. There
was very little electronic equipment with
optical interface - usually the last piece
of equipment before the signal exited the
CO. Increased bandwidth and the use of
C/DWDM, ROADM and other technolo-
gies has led to more fiber optic connec-
tions in the office. The need for more fi-
ber in COs, head ends and data centers
today is putting more focus on the abil-
ity of the technician to bring cabling to
the rear of the optical distribution frame
(ODF), as well as provide a flexible solu-
tion that can adapt to different network
strategies.

Addressing how to cable into the rear of
these frames has become equally impor-
tant as running the crossconnect jumper
on the front. But let's talk a bit about why
this is important to you.

More fiber requires higher densities
Service providers are deploying ever-in-
creasing amounts of fiber into their net-
works in general, but one of the largest
increases is in the amount of fiber being
deployed into the access network, from
the OSP toward the subscriber (fiber-to-
the-home, business, curb, etc.) Additional
fiber is being used for wireless backhaul
as mobile use steadily rises and more
bandwidth-hungry applications are in-
troduced for wireless devices, such as
streaming video.

With more and more optical connections
to contend with, the challenge becomes
how to add optical density to the fiber
frame while still maintaining proper ac-

cessibility, flexibility and manageability at
the lowest possible cost.

Ultimately, all of these fiber terminations
are destined for the rear of the ODF, pre-
senting significant routing and manage-
ment challenges for technicians since
most fiber management systems were
not designed for rear connector access
or cable routing. Typically, the focus has
been on the front connector access and
crossconnect patchcord routing. Tech-
nicians are discovering that rear cable
routing takes substantial installation time
(cleaning and routing of connectors and
fibers) and is simply much more difficult
to achieve successfully without damaging
connections or fibers through improper
routing. In other words, it is adding a
significant point of failure for problems
resulting from damaged connection or
fibers. Thus, while service providers are
under great pressure to increase densi-
ties, they must also consider the signifi-
cance of having the best possible acces-
sibility while decreasing installation time
and risk to the network.

Flexibility, modularity and footprint

Another trend related to more fiber in
the COs and data centers is the push for
improved modularity and flexibility using
fewer parts. Again, the pressure is on to
reduce installation time and expense in
both new deployments and upgrades.
Reducing installation times requires a so-
lution that is engineered and configured
for fast deployment, easy connectivity
and with as less risk to the network as
possible. But it also includes easy prod-
uct selection, simplified ordering and
shortened lead times. Simply put, service
providers want one solution that will fit
multiple application scenarios. The pref-
erence is one generic item that can serve
multiple functions within the network.

Many solutions on the market today limit
service provider choices according to
application. For example, products may
only be designed for use with certain
connectors, singlemode or multimode,
patchcords, IFCs (intra-facility cables), on-
frame splicing or optical splitters. Ideally,
service providers are seeking one base
solution that is flexible enough to ac-
commodate any installation and can be

ordered by one part number - an off-the-
shelf solution that makes engineering,
configuration and turn-up fast and easy.

Achieving high density in a fiber panel or
frame, from a pure physics standpoint, is
not inherently difficult. A lot of adapters
and connectors can be crammed into a
very tight space. The challenge is, in two
words, accessibility and identification.
Can the technician find the correct port
and connector to access, and can he ac-
cess it without damaging adjacent fibers
or without using a special tool?

New developments provide additional
improvements

New optical distribution frame (ODF)
solutions have emerged in marketplace
that address many of the requirements
of service providers worldwide. These
product incorporate well-designed, easy-
to-manage characteristics that have been
developed throughout many years of lis-
tening to customers, and puts them into
a single, modular, flexible product. The
building block for these ODF's includes a
unique platform of a 12-fiber LC adapt-
er pack. Due to their small size, packing
many LC connectors side by side makes
it difficult for a technician to access one
connector without touching and risking
damage to adjacent connectors. These
LC adapter packs are also staggered ev-
ery two connectors from front to back to
provide visual separation and identifica-
tion.



Critical Infrastructure Communication
Networks Provide the Lifeblood of Smart

Communities

By Bobbi Harris
VP Market Strategy and Development
uTC

Near the end of 2015, the White House
announced a new smart cities initia-
tive, Envision America, which will invest
over $160 million in federal research
and leverage more than 25 new technol-
ogy collaborations. The goal of Envision
America is to help communities confront
key challenges such as reducing traf-
fic congestion, fighting crime, fostering
economic growth, managing the effects
of a changing climate, and improving the
delivery of city services. One key technol-
ogy will be crucial to the success of the
smart cities initiative - real-time, two-way
communications networks.

The Information Communications
Technology (ICT) marketplace will once

reliable, scalable and efficient communi-
cations technologies to meet these smart
city challenges. Electric, water and natu-
ral gas utilities are leading the charge
in many areas by upgrading their own
operations, providing rural broadband
to the home, coordinating joint-use and
rolling-out data-packet IP communica-
tions networks. By casting a stronger
communications net, these critical infra-
structure providers are quickly becoming
the backbone of all things smart.

At UTC, utilities and technology mem-
bers collaborate to tackle a wide range
of challenges, from new regulations and
investing in infrastructure to filling open
technology jobs and bolstering com-
munity advantages while advancing sci-
ence and technology to accelerate these
efforts. Working alongside civic leaders,
data scientists and technologists, utilities
are joining forces to build these “Smart
Communities.” Communications suppli-
ers, whether public carriers or primary-
use spectrum providers, are being chal-
lenged to add new devices and faster
data speeds.

There is great opportunity for the ICT
marketplace within the Envision America
framework, including new revenue
streams, partnership opportunities and
advancing new technologies. Utilities and
city leaders are in need of credible infor-
mation about technology solutions. ICT
providers should step into the spotlight

“...NIST plans to invest |

in 2016 to investigate participation in
Envision America collaboration and high-
light their solutions for smart communi-
ties. Facts about the Envision America
investments include:

*  More than $35 million in new grants
and over $10 million in proposed
investments to build a research
infrastructure for Smart Cities by
the National Science Foundation and
National Institute of Standards and
Technology.

* Nearly $70 million in new spend-
ing and over $45 million in pro-
posed investments to unlock new
solutions in safety, energy, climate
preparedness, transportation, health
and more, by the Department of
Homeland Security, Department
of Transportation, Department of
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again be called upon to deliver the most |

LizrEry. in 2016 . . .

Energy, Department of Commerce,
and the Environmental Protection

Agency.

*  More than 20 cities participating in
major new multi-city collaborations
that will help city leaders effectively
collaborate with universities and
industry.

+ Ten cities will be chosen based on
their goals, collaboration with local
organizations and commitment to
developing and planning for a smart
city. The cities will then participate in
a 3-day workshop to begin planning,
with private sector partners stay-
ing involved throughout the year to
support the implementation of their
plans.

Like the ARRA funding from 2009, the
Envision America funds will not reach
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all communities, so those not chosen
will need creative financing options.
However, also just as with the ARRA
funding, this initiative should heighten
the focus on proven solutions from ICT
providers. UTC has launched a new com-
munity of communities called NetWorks,

which provides another collaboration
channel for members in addition to
its conferences and other educational
activities. UTC members can privately
discuss Envision America initiatives, as
well as federal and state regulatory chal-
lenges, technology successes, best prac-
tices in operational efficiencies, etc.

Communities across the country are
building systems of continuous improve-
ment for the collection, aggregation and
use of data to improve the life of their

AT&T Developer Summit in January 2016
with participating cities.)

The ICT market should put plans in place
to seize these opportunities and collabo-
rate with organizations such as UTC and
with federal agencies included in the
Envision America initiative.

For more information on UTC's efforts, or
opportunities to participate in any of UTC's
programs, please contact us at member-
ship@utc.org.

residents by harnessing the growing
data revolution, low-cost sensors and
research collaborations. These systems
require the highest cybersecurity to pro-
tect safety and privacy of individuals and
organizations. The National Institute of
Standards and Technology (NIST) cyber-
security framework created by Executive
Order (EO) 13636-issued February 12,
2013- is tasked with developing a vol-
untary cybersecurity framework. The
Framework would apply across the criti-
cal infrastructure sectors and provide a
“prioritized, repeatable, performance-
based, and cost-effective including secu-
rity measures and controls, to help own-
ers and operators of critical infrastruc-
ture identify, assess, and manage cyber
risk.” This too is a great opportunity
for ICT solution providers - NIST plans
to invest $5 million in Smart Cities in
2016 and is launching a new round of
the Global City Teams Challenge. (AT&T
announced that it will support Internet
of Things and Smart Cities technology
adoption by supporting testbeds in cit-
ies in the U.S. and globally. AT&T will
select 10 U.S. cities to deploy technol-
ogy for smart metering, lighting, traffic
management, parking, and public safety.
The company will host a Smart Cities
hackathon with NIST participation at the

TC ()

S

UTILITIES TELECOM
COUNCIL

A smart water and smart city industry expert with more than 15 years of experience,
Bobbi Harris is the VP of Market Strategy & Development at UTC. In her years as a global
strategic marketing professional, she has focused on environmental issues and sustain-
ability technologies to address water and energy challenges including smart water infra-
structure, smart grid, cleantech and green building initiatives. Ms. Harris is also founder
and CEO of Smart Water, Smart City, LLC and a leader in market analysis, strategic intelli-
gence and technology assessments. Her insights are sought by key stakeholders, including
the U.S. Conference of Mayors, National Association of Regulated Utility Commissioners,
National League of Cities, and electric, water and natural gas utility leaders and technol-
ogy executives worldwide. Bobbi serves on the advisory boards of the Research Triangle
CleanTech Cluster and Energy Central’s Smart City Community. She is an active member
of the Women's Council on Energy and the Environment, and Clean Energy Education
and Empowerment. Ms. Harris graduated summa cum laude from Campbell University,
earned her MBA from the same.
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Fiber-to-the-School: New Opportunities for
Carriers and Suppliers?

Recent Rules Changes in FCC’'s E-Rate Program open
the door for new fiber connections for schools and
libraries using agency funds.

By Timothy Downs
Founder, CEO
Interwork Media

A revolution in learning is underway at
schools and libraries across the coun-
try. The decreasing cost of technology,
especially tablets, netbooks and other
devices combined with next generation
WiFi solutions featuring increased band-
width and speed are just part of the digi-
tal revolution. Cloud-based software too
is playing a role in the transformation to
an increasingly interactive and individual-
ized learning environment that expands
the learning environment beyond the
four walls of the school.

And yet, many US schools and librar-
ies lack the infrastructure necessary to
fully utilize today's learning technologies
- particularly when it comes to WiFi in
the classroom and high-speed ‘gigabit’
networking speeds to the campus or
facility. Local Internet architecture is a
lynchpin for the kind of efficient service
that can handle cutting edge activities
that could involve high-definition video
encounters or massive amounts of data
flowing between devices.

According to a report from the non-profit
EducationSuperHighway, an estimated
21.3 million students in the United States
remain without the broadband connec-
tivity needed for effective digital learn-
ing. “In schools using digital learning,
bandwidth demand is growing at a rate
of 50% or more per year.” While the FCC
established a future goal of 1 Mbps per
student for Internet access, today, “only
9% of school districts have this level of
connectivity. As a result, the vast major-
ity of school districts are going to need to
aggressively grow their Internet access,
with the typical school district needing to
triple its bandwidth over the next three
years.”

When Congress passed the
Telecommunications Act of 1996 autho-
rizing the creation of the E-rate program
(more formally known as the schools
and libraries universal service support
mechanism), only 14 percent of class-

rooms had access to the Internet, and
most schools with access (74 percent)
used dial-up connections. Today, virtu-
ally all schools and libraries have Internet
access.

In 2015, the FCC issued two orders, the
first of which took initial steps to improve
WiFi connectivity in schools and libraries,
and streamlined program administration.
The Second Order tackled the underly-
ing connectivity challenge; the so-called
“connectivity gap.” By its own estimates,
the FCC believes at least 35% of schools
and 85% of libraries lack access to fiber
infrastructure today. Beginning in 2016,
schools and libraries can close the “con-
nectivity gap” by realizing the potential
of the most promising, highest capacity
broadband technology available: dedi-
cated, private, fiber optic networks.

In an analysis performed by
EducationSuperHighway, fiber was the
most cost effective way to deliver high-
speed network access. Districts leverag-
ing fiber benefited from approximately
nine times more bandwidth and 75%
lower cost per Mbps compared to those
that did not use fiber. Long-term leases
of private fiber networks are an increas-
ingly attractive - and now extremely
viable - alternative to the broadband
services offered by telecom and cable
providers.

In order to successfully deploy 1:1 com-
puting environments, leverage digital
textbooks and other digital content, per-
form online assessments, support dis-
tance learning, and fulfill the promise
of so many other digital learning oppor-
tunities, schools require more network
capacity than ever before. Simply catch-
ing up with current demand is no guaran-
tee for the future, however. Data from a
2013 bandwidth test showed that 63% of
U.S. schools fell short of federal connec-
tivity benchmarks, and 99% of schools
will not be meeting 2018 standards for
network connectivity. A report in 2014
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from EducationSuperHighway states that
school bandwidth needs are increasing
30-50% per year.

The E-Rate modernization plan pro-
vides new opportunities for schools (and
libraries) to be served by regional and
national fiber networks, network servic-
es companies, and technology solutions
providers including WiFi manufacturers,
cloud-services firms and more.

Two important components of the FCC
Order are: It amends the E-rate pro-
gram's eligible services list to equalize
the treatment of lit and dark fiber. Dark
fiber leases permit a customer to pur-
chase capacity on a provider-owned and
maintained fiber network without pay-
ing for transmission service. Secondly, it
permits schools and library applicant to
seek E-rate support for self-construction
of their own high-speed broadband net-
works, or portions of such networks,



when self-construction is the most cost-
effective solution.

Under the old rules, when a school or
library opted to lease lit fiber, the modu-
lating electronics (which are necessary
to “light” that fiber) were considered
a category one service, making them
more likely to receive E-rate funding. By
contrast, schools that leased dark fiber
— meaning that they purchased capacity
on a provider's network without paying
the provider for transmission services
— could not get category one support
for the modulating electronics, a distinc-
tion that created a strong disincentive
for schools and libraries to choose dark
fiber, even if it was a more financially
prudent option. Today, the FCC recogniz-
es that “leveling the playing field between
lit and dark fiber will expand options for
applicants and will likely reduce costs.”

Another key rule change is the suspen-

sion of the requirement that applicants
seek funding for large up front con-
struction costs over several years. As
with many government funding activities,
schools or libraries must come up with
some portion of the funds — known as a
match — to access E-Rate funds. Before
the December rule changes the match
had to be paid in the first year. Now, up-
front costs can be spread over four years.
The rule changes can incentivize schools
and libraries to obtain funding for fiber-
optic services besides those lit services
that are offered through a traditional
incumbent.

In Summary

From Kansas City to Charlotte and nearly
a hundred cities in between, the con-
tinual increase in demand for bandwidth
is driving the need for next generation
infrastructure-based telecom services
around the country. Policymakers, com-
munity leaders and technology advocates
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“Data from a 2013
bandwidth test showed
that 63% of U.S. schools
fell short of federal
connectivity benchmarks,
and 99% of schools will
not be meeting 2018
standards for network
connectivity.”

are shifting focus to the next generation
of connectivity - “gigabit broadband” -
as the transformative general purpose
technology that will lead a significant
contribution to economic growth and
competitiveness.

Community Anchor Institutions - includ-
ing schools, health facilities and libraries
--represent a unique and important place
in our nation. Digital learning opportuni-
ties have the power to transform K-12
education in the U.S. and equip today's
students to compete in the global econo-
my. What's more, libraries, health facili-
ties and educational institutions are vital
to the community as a physical gathering
place as well as an access point to the
Internet and the opportunities available
on, and from, the World Wide Web.

The new E-Rate rules, which are in effect
in 2016, allow schools and libraries to
take advantage of greater flexibility and
increased funding to make smart, sus-
tainable investments in their broadband
futures.

To learn more contact
EducationSuperHighway at www.educa-
tionsuperhighway.org, and Schools Health
and Library Coalition at www.shlby.org



Moving Toward the Programmable,

Disaggregated Network

By Steve Pelosi

VP and Head of the Optical Business Unit

Fujitsu Network Communications, Inc.

Over the past decade or so, the pre-
vailing trend in the network equipment
industry has been consolidated, multi-
function equipment. The move to WDM
in the core, combined with a diverse set
of technologies needed for transport,
required a high degree of integration.

This approach, however, has disadvan-
tages for network operators. First, these
integrated platforms may force opera-
tors to purchase functionality they can't
use. Second, technology combined into
a multifunction platform may need to be
“sub-optimized” to fit within the opera-
tional and physical constraints of that
platform. Third, multifunction platforms
are not an ideal fit for every network
size. Since multipurpose networking
platforms are also costly and energy-
inefficient by today's standards, as well
as occupying a lot of rack space, network
operators have collectively turned to the
vendor community for new approaches.

Multiple Forces Propel Change, Open
Up New Possibilities

While multiple factors drive change in
communications networks, massive
bandwidth demand is almost a constant.
The forces that propel this continually
increasing demand are familiar through-
out the industry: Over the Top (OTT)
services; widespread adoption of smart
mobile devices; the ascent of the Internet
of Things, and general escalation in cus-
tomer expectations as more and more

aspects of daily life require us to be
online. The question is no longer wheth-
er or not increased bandwidth is needed,
but how much will satisfy the demand.

A trend towards an open and program-
mable architecture has arisen that essen-
tially applies design concepts from the
IT world to benefit communications net-
works. As the lines begin to blur between
the worlds of IT and Communications
networks, new types of networks become
possible along with a range of benefits
and opportunities.

Fundamental Design Changes Needed
in Network Equipment

Network equipment must change to
enable programmable, open, scalable,
simple networks. Programmable net-
works are built for software control.
Software-based solutions are more
flexible and faster to deploy (and later
enhance) than any hardware-based solu-
tion, because there is no need to be
physically present at the site.

Open networks also eliminate vendor
lock-in, offering an environment that
invites innovation, and enables multi-
sourcing for maximum cost, competi-
tion, and supply advantages. Similarly,
networks that are easy to scale reduce
cost and testing times and allow for
pay-as-you-grow capacity, resulting in a
shift in capital spending from network
equipment to revenue-generating ser-

“The question is no longer
- gl
Whethemr not increased band-

width is needed, but how much

will satisfy the demand.”

vices. Finally, simple, open-architecture
networks reduce operational complexi-
ties, speed service creation and activa-
tion, and produce a more agile busine
through software.

To achieve these progr
open, scalable, simple n
needed change is “di

Disaggregation mea
working equipme
ponents and al
to be independently optimized and indi-
vidually deployed, a less costly and much
more flexible approach than traditional
multifunction platforms. Ideally, disag-
gregated equipment is provided in the
smallest form-factor capable of deliver-
ing a specific function (for the purposes
of this article, this means a single rack
unit (TRU) in height, which is 1.75 inches).
This type of equipment should be self-
contained, require no additional com-
mon equipment to operate, and incor-
porate open APIs to enable SDN control.
Lastly, it is essential that new, disaggre-
gated platforms be interoperable with
legacy equipment, which allows opera-
tors to extend the functional life of these
investments as long as necessary.

Disaggregated Hardware Benefits
Networks of Any Size

It is against this backdrop that the disag-
gregated hardware platform has entered
the arena. These networking platforms
are the result of breaking up network
equipment into “build it your way” func-
tional components. The compact physical
size, comparative simplicity and compo-
nent-based design of these platforms
result in massive physical downsizing,
flexibility, open architecture, and ideally,
programmability.

Disaggregation was first implemented in
IT networks and is now being picked up
by communications network operators
because of its compelling benefits. These
benefits can be realized not only on large
communications networks, but across
the whole spectrum of network types
and sizes:

1.Efficient, and pay-as-you-grow
scaling - Network transformation



can start with as little as a single
piece of equipment, providing low
initial cost and as-needed growth
in increments of 1RU. You buy
only the functions needed and
pay for additional capacity only
when demand grows enough to
justify it. This is in stark contrast
to large multipurpose implemen-
tations that carry heavy up-front
costs, impose additional cost for
unused functions, and require
additional common equipment to
operate.

2.Rack Space Utilization - A small,
dense form-factor allows for full
utilization of rack space in incre-
ments of 1RU. This eliminates
rack unit waste for shelves that
are not fully utilized and which
consequently prevent the installa-
tion of other equipment into that
rack space.

3.Innovation - When designing
multifunction equipment, you are
constrained by the form-factor,
the system software, and the
dependencies among the other
functions incorporated into the
multifunction shelf environment.
Disaggregation breaks apart the
shelf and makes each functional
component independent. Thus,
the physical form factor is neither
dictated nor limited by a shelf.
Independent functions and soft-
ware provide freedom of innova-
tion not possible in multifunction-
al equipment—and result in less
testing because there are fewer
dependencies to test.

4.0pen Architecture - With the
arrival of open architecture and

open APIs, you can now choose
to build your network with the
best-of-breed equipment in each
functional area. The network can
be virtually converged using soft-
ware, providing operational con-
sistency across diverse functions
and vendors. An open architec-
ture also favors continual opera-
tional and software advancement
and improvement, reduces costs
and cuts time to market for new
service deployments.

Disaggregated Hardware: Why Now?
You may be wondering: if disaggrega-
tion is so great, why did multifunction-
al equipment become predominant in
the first place? The answer effectively
comes down to the timing of techno-
logical advancements. The hardware and
software technology is only now reach-
ing the maturity to make disaggrega-
tion possible. Next-generation hardware
technology like CD/CDC ROADM enables
programmability of the communication
network hardware and inception of SDN/
NFV and other software advancements;
the hardware technology basis needed to
pull the disaggregated network together
is just now being realized.

Disaggregation’s Sweet Spot Combines
Immediate Benefit and a Path Forward
The future of networking equipment is
disaggregation. Programmable, open,
scalable, and simple networks are need-
ed to meet growing demand and com-
petition. Operators who create custom
disaggregated networks can turn their
network from an expense into a competi-
tive advantage. But this cannot happen
overnight. Existing network assets need
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to be utilized and the whole network
transformed over time. It is therefore
vital that the disaggregated equipment
you choose can interoperate with your
existing network, adding new functional-
ity and lifespan to your existing assets,
delivering immediate and incremental
benefits, and preparing the way forward
in affordable steps.

As disaggregation matures, an ecosys-
tem of vendors will evolve, new soft-
ware applications will be developed, and
innovation in functional hardware will
improve cost, density, and power. But to
realize the immediate benefits available,
the time to get started with disaggrega-
tion is today.

Steve  Pelosi, as
head of the Optical
Business Unit, drives
the technical prod-
uct strategy and
direction for the
Fujitsu optical net-
working  portfolio.
During his career
at  Fujitsu, Steve
has held leadership
positions in network operations, software,
optical transmission, and wireless.

Steve began his career at Bell Labs and
Bellcore, working in transmission from
1982 to 1987. He then spent five years at
Bell Northern Research, working in switch-

ing.

Steve received his B.Sc. in biology and psy-
chology from SUNY Buffalo, and his M.Sc. in
industrial and operations engineering from
the University of Michigan at Ann Arbor.
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Customer Benefits Through Automation

with SDN and NFV

By the Juniper Networks NFV Team

Helping service providers solve
specific challenges they are
facing today while improving
life cycle

Introduction
Software-Defined Networking (SDN) and

Automated Order
and Fulfillment

Network Functions Virtualization (NFV)
are transformational technologies that
enable service providers to create highly
programmable networks with automated
workflows. Automation solves the spe-
cific challenges that service providers are
facing today with respect to managing
complexity, reducing operational costs,
and improving the overall customer ser-
vice life cycle.

Functions to Automate in a
Service Delivery Network

Juniper Networks believes that certain
key functions in a service delivery net-
work will benefit immediately from auto-
mation. With SDN and NFV, service pro-
viders can create an automated frame-
work that supports every step of the
service life cycle. To date, many of the
steps involved in the service life cycle are
complex and labor-intensive.

Automation enables service providers to
efficiently plan, build, and operate inno-
vative services while adding responsive-
ness throughout the entire life cycle. The
resulting gain in efficiency and respon-
siveness ultimately improves the overall
customer experience.

The following section highlights how
automation improves each element of
the service life cycle.

* Order and Fulfillment: A self-care
portal provisions services based on
existing repeatable templates to
deliver services in minutes.

+  Control: Customers have substantial
visibility into and control over their
services, giving them the ability and
flexibility required to activate, mod-
ify, remove, and relocate services.
Requested changes are automati-
cally configured in the network, with
fewer errors.

+  Security: Automated security detects
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Figure 1: Functions to automate in a service delivery network.

Automated Configuration
and Control

malicious traffic and enforces poli-
cies designed to safeguard network
access.

Policies: Policy-based service man-
agement adjusts network resourc-
es, including bandwidth and traf-
fic priority, allowing the network to
dynamically provide differentiated
services and role-based access.
Assurance: Proactive error detection
and fault reporting provide insights
that enable network operations to
reroute traffic and limit service dis-
ruptions.

Performance: Automation provides
active traffic management while
maintaining service performance
objectives.

Analytics:  Analytics capabilities
enable service data to be collected
and analyzed from across the net-
work domain for network optimiza-
tion purposes.

Usage and Reporting: Reporting fea-
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tures record and measure usage pat-
terns, traffic volume, and any specific
usage of network resources for net-
work planning purposes.

Benefits of Automation for the
Enterprise Customer

Speed and Agility

Automation expedites the service fulfill-
ment process. The order process is intui-
tive; customers, using a simple self- guid-
ed user interface, can select and manage
a variety of virtual network functions
(VNFs) from a service catalog.

Flexibility

Automation enables highly flexible and
scalable service deployments. Customers
can quickly roll out new services with a
small and affordable initial deployment
that can be swiftly expanded and provi-
sioned for high availability and perfor-
mance.



Control

Customers have the ability to activate,
modify, remove, and relocate service
resources. Policy-based controls auto-
matically manage bandwidth and service
levels, allowing customers to customize
differentiated services and access privi-
leges based on departments, geographi-
cal locations, and role-based access.

Simplicity

Automation simplifies evolution over
the life of a service. Under today's sys-
tems, any service update is a compli-
cated process that requires technical
support visits from the service provider.
Automation eliminates manual process-
es and Performance Automation pro-
vides a complete real-time operational
picture. Assurance proactively measures
usage patterns, traffic volumes, error
detection, and fault reporting to estab-
lish a service provisioning feedback loop
that optimizes and sustains service Key
Performance Indicators (KPIs) irrespec-
tive of deployment size.

Security

Automated security provides encryp-
tion, key management, authentication,
and role-based access to the service.
Automation proactively uses real-time
feeds on emerging threats so that securi-
ty enforcement points within the network

can automatically filter malicious traffic
without requiring any human interaction.

Visibility

Automation gives customers visibility into
their services. Network usage and quality
across services are constantly monitored,
analyzed, and benchmarked. Customers
can design service policies that automati-
cally manage network resources.

The Juniper Networks NFV Solution
Juniper Networks market-leading NFV
solution consists of a Management and
Orchestration (MANO) platform, Network
Functions Virtualization Infrastructure
(NFVI), and VNFs.

At the heart of Juniper's end-to-end
NFV solution is the Juniper Networks®
Contrail Cloud Platform, an intelligent,
policy- driven, automated service deliv-
ery, resource allocation, infrastructure
configuration, assurance, and security
solution.

Juniper's automation framework and
Contrail Cloud Platform combine to deliv-
er business agility, predictable KPIs, and
lower TCO.

NFVI serves as the network foundation
to deliver services and an open platform
for third-party applications and multiven-

dor integration. Juniper's NFVI includes:
Juniper Networks MX Series 3D Universal
Edge Routers, which provide the rout-
ing foundation for NFVI; SDN gateways,
which perform traffic analysis and policy
enforcement; and the MetaFabric™ archi-
tecture, which creates high-performance
data center and cloud networks.

Juniper is one of the first vendors to
introduce VNFs, which include the car-
rier-grade vMX virtual routing platform,
IP VPN, and the expansive virtual secu-
rity services platform, vSRX. Juniper's NFV
solution also facilitates an open ecosys-
tem for Juniper partners and third-party
developers to create new and innova-
tive VNF services. Additional informa-
tion about Juniper's NFV solution can be
found here.

Conclusion

The Juniper Networks vision for network
automation revolves around its automa-
tion framework, which leverages SDN
and NFV to automate many steps of the
service life cycle. Juniper's innovation
in NFV delivers automation that effec-
tively streamlines services provisioning,
minimizes complexity, reduces time to
market, and drives business results while
meeting customer expectations.

In a series of predictions for 2016 Mikko Disini, director Product Marketing
at Citrix, examines the pace of change in network functions virtualization

(NFV)

This year will mark the beginning of a
multi-year roll out of NFV, as the early
adopters move beyond proof of concept
and into full wide-scale deployment.

« |In 2015, there has been much dis-
cussion around the transition to
NFV, and how operators can deploy
it in existing networks. We've seen
product launches, proof of concepts
(POCs) and industry partnerships as
the market matures.

+ In 2016 we'll see some operators at
the bleeding edge that have com-
pleted several POCs move into the
detailed planning stage and start
issuing RFPs for multi-year deploy-
ments.

+  Other operators are postponing the
move to NFV as they have a lot
of existing capacity for growth in
their networks, so will continue to
build out physical appliances. These
operators will be watching the early
movers to NFV with interest, but will
be looking three or so years ahead

before they make the move.

. In between, there are operators with
older technologies for which NFV
is the natural upgrade, and which
will start looking at trials next year.
Likewise, the more greenfield opera-
tors that are leapfrogging previous
technologies will move straight to
NFV.

+ In 2016, challenges will remain but
the industry will move to address
them - for example, openness in
the variety of interfaces needed to
make technologies compatible; and
balancing the ROI that can be gained
through operational cost savings
and speed to market of services ver-
sus the upfront investment of time,
resource and cost to deploy NFV.

* We're seeing the blurring of devel-
opment operations teams and the
need for them to work hand in hand
to build out apps quickly and an in
agile way, so that operators can iter-
ate quickly for applications, in a mat-
ter of weeks - this is known as devo-
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ps. A major challenge that we'll see
continue to play out in 2016 is telcos
competing with the OTT players that
use the devops cycle, and being able
to innovate fast enough. Operator
organisations, typically siloed, do
not lend themselves naturally to the
devops methodology.

*  Furthermore, in 2016 operators will
continue to build out the skill sets
needed for NFV, hiring from web-
scale companies and cloud provid-
ers.

+ NFVis not a solution in and of itself
- operators need to adjust the mind-
set, skillset and structure of organ-
isation to be able to take advantage
of the agility and flexibility that NFV
will bring.

+ In 2016 operators will look to ven-
dors that have experience in and
capabilities for devops environments
to support them to leverage the
power of cloud, and to rapidly and
continuously integrate code to deliv-
er new services.
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Deploying 10 Gigabit Access Networks:
Using the Emerging NG-PON2 and XGS-PON Standards

By Robert Conger
AVP, Carrier Strategy
ADTRAN

Understanding NG-PON2 Architecture
The primary value of Next Generation
PON (NG-PONZ2) is the ability to serve a
mix of residential, business and back-
haul services over a common optical
Distribution Network (ODN) using a mix
of point-to-point and point-to-multipoint
technologies. The biggest challenge fac-
ing NG-PON2 is coming up with a single
system that meets the scale and flex-
ibility needs of premium business and
backhaul services while also delivering
on the price points needed for mass
market residential applications. XGS-PON
is a fast developing standard supported
by leading service providers and ven-

ONTs nearing the price level of today's
mainstream GPON ONTs.

This flexible optics approach allows for
mass market 10/10G NG-PON2/XGS-PON
adoption for all broadband applications
(Figure A) while maintaining flexibility for
the future overlay of an additional fixed
optics 10/10G business PON and/or mul-
tiple TDWM PONSs using higher capability
tunable optics (Figure B).

The ADTRAN NG-PON2 system elegance
offers the ability to benefit from mass
market price points without having to
wait for large volumes to be reached

FIGURE A

dors around the world for 10 Gbps (XG)
Symmetric fixed wavelength PON over
the already established GPON/NG-PON2
infrastructure.

Flexible Optics Balance Cost and Scale
Realizing that the major cost component
of any NG-PON2 system is the cost of the
optical transceivers (both at the OLT and
ONT), ADTRAN has developed a flexible
optics approach to NG-PON2 that allows
for a single NG-PON2 OLT system to uti-
lize multiple types of optical transceivers,
allowing the service provider to better
align the cost with the target applica-
tion. The flexible optics range from low
cost fixed optics for residential, business
and small cell broadband applications to
fully-tunable optics for premium enter-
prise, datacenter, fronthaul and back-
haul services. Through further innova-
tion in the ONT optics design, ADTRAN
has developed a fixed optics 10/10G ONT
solution compliant to NG-PON2, XGS-
PON, and GPON standards that allows
for the immediate support of NG-PON2
ONTs for business and backhaul services
as well as being able to seed the residen-
tial market with less complex NG-PON2

in the 10G PON market. This approach
gives service providers confidence that
they can move forward with a 10G
PON strategy today, without the risk of
depending on a future worldwide volume
ramp of 10G and tunable optics to make
it cost-effective. On the OLT side, any mix
of optics can be used on a single OLT,
allowing for maximum flexibility with-
out compromising on future capabili-
ties. Leveraging the additional capacity

available through the disruptive ADTRAN
NG-PON2 solution set, service providers
can extract an additional five to ten years
of revenue from this year's residential
PON deployments, maximizing future
service flexibility and minimizing risk of
subscriber churn.

Solution Programmability and a
Commitment to Open Interfaces
Simplifies Converged Operations
Additionally, the operational cost and
complexity to connect a FTTH subscriber
can be further reduced to accelerate
the expansion of Gigabit broadband ser-
vices. ADTRAN's solution supports pro-
visioning through modern, open APIs,
facilitating the deployment in next-gener-
ation SDN-based management systems.
Both the ADTRAN OLT and ONTs support
open, standard-based, physical interfac-
es allowing for the support of best-in-
breed network design and the delivery
of universal CPE across a multi-vendor
network. This in concert with accelerated
mass market electronics and optics pric-
ing ensures that cost-sensitive residential
broadband will be viable using NG-PON2/
XGS-PON technology.

[See attached diagram]

Figure A: Deploy mass market Gigabit or
multi-Gigabit converged broadband ser-
vices using low cost fixed 10/10G optics
(XGS-PON)

[See attached diagram]

Figure B: Overlay premium optical servic-
es with the deployment of higher capabil-
ity Nx10/10G tunable optics

FIGURE B
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NG4access® ODF Platform

COMMSCOPE

Driving Fiber Innovations
in the Office to the Qutside Plant

Industry-leading density, superior
access and faster installation

The NG4access® ODF platform is an innovative solution
designed fo address the complexities of fiberheavy
offices, head ends and data center environments. From
minimizing your labor requirements to faster deployment
and delivery, the NG4access ODF was designed with

innovation and accessibility in mind.

commscope.com/NG4access

Fiber Distribution Hub (FDH) 4000

No Space. No Permit. No Problem.

Increasingly, aesthetic ordinances and equipment size
restrictions are making it more difficult to secure permits in FTTx
deployments. To solve this challenge, CommScope developed
the FDH 4000. The sealed FDH 4000 is designed for

superior performance in any environment. lts small,

compact size minimizes visual impact for discrefe
applications. Leveraging industry-proven hardened fiber
opfic closure technology, the sealed FDH offers a

robust, technicianriendly and costeffective solut<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>